© Arabic Digital Library - Yarmouk University

Estimation of the Population Total Utilizing
Estimators of the Population Size

By
Ma'aly Salah Mohammad Ababneh

Supervisor

Prof. Mohammad Fraiwan Al-Saleh

Program:

Statistics

December 29, 2011



© Arabic Digital Library - Yarmouk University

Estimation of the Population Total Utilizing
Estimators of the Population Size

By
Ma'aly Salah Mohammad Ababneh
B.Sc. (Mathematics), Yarmouk University, 2007

A thesis submitted in partial fulfillment of the requirements
for the degree of Master of Science in the Department of
Statistics, Yarmouk University, Irbid, Jordan

Approved by: -
| 2k |
Prof. Mohammad Fraiwan Al-Saleh == Chairman

Professor of Statistics, Yarmouk University.

——

Dr. Omar M. Eidous % Member

Associate Professor of Statistics, Yarmouk University.

Dr. Amer Ibrahim Al-Omari X L S (External) Member

Assistant Professor of Statistics, Al al-Bayt University.

December 29, 2011



© Arabic Digital Library - Yarmouk University

e M 2 M) s

oo (3 JB Y) “ny 3 \.\5/.»-‘ g..ﬁaui ..:.:L L 9'.\"

‘ . F)
03 gy ¢ i HLE in a2t g ¢ gua & a7 08

4 . s 2 »
M gny ¢ M atach 5o by ¢l gled n 2 5y ¢ Jadl gl 13
AN e el kil e

d[.y..a{/‘ slaall



© Arabic Digital Library - Yarmouk University

ACKNOWLEDGEMENT

Inthe Name of Allah, the Most Gracious, the Most Merciful

First of all, I am grateful to Allah for giving me the faith and
strength to complete this study.

I would fike to express my deep thanks to my supervisor, Prof.
Mohammad Fraiwan AlSaleh for his encouragement and
patience. It was really very hard to get this job done without
your knowledge, guidance, and support. It's a unique
opportunity for me to have such experience and knowledge
from you. I want to say, thank you very much Prof.
Mohiammad and it really was a good experience for me.

This thesis is dedicated to my father's soul who inspired me
and taught me all good morals and values. May his soulrest in
peace. It is also dedicated to my mother, who offered me
unconditional love and support throughout all the challenges. I
would also like to convey my heartfelt gratitude to my sisters
and brothers especially Dr. Mustafa for their love, patience

and support.
thanks to all friends and to all faculty members.



© Arabic Digital Library - Yarmouk University

Table of Contents

List of Tables
Abstract

Abstract in Arabic

Chapter One: Introduction and Literature Review

1.1. Introduction
1.2. Literature Review and Some Related Works
1.2.1 Estimation of the Parameters of Finite Population

1.2.2 Estimation of the Population Size (Capture
Recapture Techniques)

1.2.3 Estimation of the Population Total When N
is Unknown

1.3. Thesis Organization

Chapter Two: Estimation of the Population Total When the

Population Size is Unknown Using Capture-Recapture Direct

Sampling
2.1. Introduction
2.2. Estimation of Population Size Using Direct Sampling
2.3. Comparison Between N and N,
24, Estimation of Population Total Using Direct Sampling

2.5. Numerical Comparisons Between 7. and 7

Page
vii
viil

ix

10
10
15

16

21



© Arabic Digital Library - Yarmouk University

Chapter Three: Estimation of Population Total Using Indirect
Sampling

3.1. Introduction

3.2. Estimation of Population Size Using Indirect Sampling
3.3. Mathematical Comparison of N, and N,

34. Numerical Comparison of N, and N,

3.5. Estimation of Population Total Using Indirect Sampling
3.6. Numerical Comparison of 7, and 7,

Chapter Four: Conclusions and Suggestions for Further Research
4.1. Introduction
4.2, Concluding Remarks

4.3. Suggestions for Future Work

References

Vi

32

32

36

38

39

43

54
54
55

36



© Arabic Digital Library - Yarmouk University

List of Tables

Table (2.1): Mean and Variance of N, for selected values of n,n,,N
Table (2.2): Mean and Variance of N, for selected values of n,,n,,N

Table (2.3): Efficiency of N, w.r.t. N,
Table (2.4): Mean and Variance of fc and T for selected values
of ny,n,,N

Table (2.5);: Mean and Variance of fs and T for selected values

of n,n,,N

Table (2.6): Efficiency of fc wrt T 3 Eff(#e;?)
Table (2.7): Efficiency of f,g wrt. T ;5 Ef(59)
Table (2.8): Efficiency of Ts w.rt. Tc; Eff(Fgife)

Table (3.1): Expectation of »

Table (3.2): Mean and Variance of N, for selected values of n,,T,N

Table (3.3): Variance of N; for selected values of »,,T,N

Table (3. 4): Efficiency of N, w.r.t. N;

Table (3. 5): Efficiency of f; wrt T ; Eff(7,:7)
Table (3. 6): Efficiency of f; w.r.t. fl; Eff(z;:7))
Table (3. 7): Efficiency of T; w.r.t. Ts; EfFG 15%s)

Table (3. 8): Efficiency of 'ff w.I.t. fc; Eff(7,:%,)

vii

Page

24

26

27

28

29

30

31

46

47

48

49

50

51

52

33



© Arabic Digital Library - Yarmouk University

Abstract

Ababneh, Ma'aly Salah. Estimation of the Population Total
Utilizing Estimators of the Population Size. Master of Science
Thesis, Department of Statistics, Yarmouk University, 2011.
(Supervisor: Prof. Mohammad Fraiwan Al-Saleh).

Our main concern in this thesis is the estimation of the
population total when the population size is unknown. Two estimators
are suggested using direct capture recapture sampling and another
two estimators using indirect capture recapture sampling are
proposed. These estimators are compared via the biases and mean
square errors. Also these estimators are compared with the estimator
of the population total, when the population size is assumed to be
known.

Key Words: Population Total; Population Size; Direct Capture-
Recapture Sampling; Indirect Capture-Recapture Sampling;
Petersen  Estimator; Chapman Estimator; Hypergeometric
Distribution; Negative Hypergeometric Distribution.
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CHAPTER ONE

Introduction and Literature Review

1.1. Introduction

Statistics is the science of making inference about a population using
the information contained in a sample selected from that population. So,
the aim is to make inference about the population parameters such as the
mean, total, proportion, etc, based on a representative sample. The sample
can be chosen by one of the techniques such as simple, stratified,
systematic and cluster random sampling, etc. The choice of the technique
depends on the objectives of the study, information available about the

population of interest and the budget.

The information obtained from the chosen sample is used to estimate
the population parameters. When sampling from finite population is used,
the main population parameters are the mean (u), variance (c?), total
(7 ) and proportion (p). Less common parameter is the population size
(N). Estimation of the parameters and their variances depends on the
value of the population size (N), which is usually known. If N is
unknown, then we may need to estimate it first, so that we can estimate

the population total and the variance of the other estimators. Qur main

concern in this work is the estimation of the population total when N is
unknown. If N is known, then some estimators of N can be used as a

guard against unsuitable estimates of 7.
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1.2. Literature Review and Some Related Works

1.2.1 Estimation of the Parameters of Finite Population
Assume that we have a population of size N (known). Let
{0,,...0y} be the population measurements and {X,,....X,} be a

random sample of size » from it. If the sample is a simple random

N

0,
% , and total,

sample, then the estimators of the population mean
N

’,H=

N
t=) 0,,respectively are:
=1

n

X, n
ﬁzg ,szﬁz.]y_in.
n g

H

It is known that 7 and 7 are unbiased estimators of u and =7,

respectively. The variance of 4 and 7 are

2 - ~ la)
Var(Q) =9—[N ”] and Var(t)=NVar(g),
n\N-1
ZN: 2
O -
where o? is the population varjance, ¢* = £ T

Sometimes, the individuals of the population are divided into two
groups, the first group has a specific characteristic and the second does
not have that characteristic. If we are interested about the proportion of

the first group we define the variable O, to have the value 1 if the member

N
is in the first group, and zero otherwise. If >0, = N, then the proportion

i=1
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>

0,

p=£=L=p.
N N

and

where n, is the number of individuals that have the characteristic in

the sample and §=1-p.

1.2.2 Estimation of the Population Size (Capture Recapture

Techniques)

As we can see from the previous section, N should be known to
estimate ¢ or to estimate the variance of the estimators. In this section,

we will outline techniques that are used to estimate N .
¢ Direct Sampling

The direct sampling method is known as Petersen’s method in the

ecological applications because of his work on it which goes back to

1894.

Assume that there is a closed population with equal chance of each
member to be obtained. A random sample of size m is drawn, marked

then released back into the population then, after waiting enough period
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of time until the marked sample mix with the remaining population, a
second random sample of size n is drawn. Let T be the number of
recaptured elements in the second sample. Then the Petersen estimator of
the population size is:

nm
=

N=
An approximate estimator of the variance of N is:

mn(m-TYn-T)

Var(N) = =

(Sekar and Deming, 1949).

Actually, N is the maximum likelihood estimator (MLE) of N. It's

also the method of moment's estimator (MME).
A modified estimator of N was proposed by Chapman (1951):

(m+1)(rz-+-1)_1
T+1

N =

L]

with variance estimated by

(m+)(n+)n-T)n-T)
T+D)A(T+2) '

Var(N)=

This estimator has the advantage of being valid even when 7 =0.

¢ Inverse Sampling (Indirect Sampling)

Inverse sampling is another method for estimating N. In this

method, sampling continues until a fixed number of recaptured elements
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are obtained. So, a first random sample of size m is chosen, marked and
released. Later, we select elements randomly from the population until %

elements are being recaptured, then

N =

where T* is the total number of elements selected in the second random
sample to obtain k previously captured elements. The variance of N is

estimated by

m’t' (t" - k)
K2 (k +1)

Var(N) =

( Scheaffer et al., 1995).

A slight modification of this procedure was used by Ahmad et al.
(2000) to estimate the population size N.

» Application of Capture Recapture Technique

Capture-Recapture technique is an old method used to estimate the
size of fish and wildlife population. Later on, the method was used for
estimating other population sizes. Some of the applications of this method

are listed below.

o Childhood Acute Leukemia Incidence

Azevedo-Silva et al. (2009) analyzes the number of cases and
incidence of childhood acute lymphoblastic leukemia (ALL) by using two
source capture-recapture procedures in three different cities in Brazil. The

estimated incidence was 5.76, 6.32 and 5.48 per 100,000 individuals and
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the estimated of childhood ALL was 15.5%, 35.4% and 29.2%,

respectively.
o Weevils in a Box of Wheat

As Bishop et al. (1975) reports, Andrewartha (1961) describes an
experiment in which about 2,000 weevils were placed in a box of wheat
and allowed to disperse. Using the capture-recapture procedure, an

estimate of the population size was 2739 weevils. (Thomas and Herzog,
2006).

o Other Applications

Estimating of birth and death rates in India was considered by SeKar
and Deming (1949). Estimating the population size of Injecting Drug
Users (IDU) was discussed by Luan et al. (2005) and estimating the

number of people eligible for health service use is studied by Smith et al.
(2002).

1.2.3 Estimation the Population Total When ~ is Unknown

In many situations, the ratio estimate is used to estimate ¢ for a
population of size N (unknown) for the variable of interest. One way to
overcome the difficulty of not knowing N is to use some auxiliary

variable.

Let the population measurements to be 0,..,0, and the
corresponding values of an auxiliary variable be V..V, then the

population elements can be expressed as {(0,,¥)),..,(0,,V,)}. Assume that
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there 1s a fair degree
{(X,,1),...(X,,Y,)} be the

from this population.

Now, using the relation

we can estimate 7, by

Let

of association between 0 and V. Let

elements of a simple random sample (SRS)

An estimate of the variance of 7, is given by:

where

(Scheaffer et al., 1995).

var(e,) =e; 22 L g2,
Hy
Z(Y: "'er)2
S2 — i=l
r n-1

Ahmad et al. (2000) introduced another method to estimate the

population total and the population size. They used sequential sampling

with replacement until a fixed (k) members are repeated. If we continue

sampling with replacement from a finite population of size N marking an

element as we go along and stop when we have & previously marked

units, then the probability of having r* unmarked (or distinct) units is
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NLH(E)

—— =012, N,
(N=1) N

Py (t‘) =

where
H(t*)=t* and Hk(t.)zt.ZHk—l(i)
i=l

Hence, an estimator of the population size was given as:

N Hk+1(T*)

COH(T)

and an estimator of the population total is:

. N, T
f T.;y,-

Also, Ahmad (2000) suggested an approximate confidence interval
(L,U) for the population total. Suppose (L,U,) and (L,,U,) are (1-a)
confidence intervals for ¥ and Y, respectively, then L=LL, and

U =UU,; (LU) has confidence coefficient greater than 1-2a .

In their graduation project, Mohammad and Abdullah (2007) compared
some Capture-Recapture techniques and cluster sampling for estimating

the total number of times the word "&\" appears in the first 100 pages of

the Holly Quran,

For more details about the estimation of population total and size,
see also Gutierrez and Breidt (2009), Otieno et al. (2005), and Arnab

(2004).
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1.3.  Thesis Organization

In this thesis, we are going to estimate the population total utilizing
estimators of the population size. In Chapter (2), we consider the
estimator of the population total when N is unknown using Direct
Sampling. Two estimators are suggested for . One based on Chapman
estimator of N and the other based on a suggested modified estimator of

N . The efficiency, bias and variance of the two estimators are obtained.

In Chapter (3), ¢ is estimated using Indirect Sampling. The suggested
estimators are compared with those in Chapter (2). Concluding remarks

and suggested future works are outlined in Chapter (4).
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CHAPTER TWO

Estimation of Population Total When the Population Size is

Unknown Using Capture-Recapture Direct Sampling

2.1. Introduction

Capture-Recapture (CR) sampling goes back to the work of Petersen
(1984) to estimate the size of fish population. We will use two CR
methods for estimating the population total () when its size N is
unknown: "Direct sampling" and "Indirect Sampling". Direct sampling
will be considered in this chapter. In Section (2.2), the suggested
estimators will be introduced and their properties will be discussed. The
estimators will be compared with the estimator obtained when N is

known. Numerical comparisons are given in Section (2.3) and (2.5).

2.2. Estimation of Population Size Using Direct Sampling

Assume that we have a closed population with an equal chance of
each member to be selected in a random sample. In Direct Sampling, a
simple random sample of », elements is drawn, marked and the value of
the random variable of interest, ¥ , is noted for each element. Then, the #,
items are released back into the population. After waiting enough period
of time until the marked elements mix with the remaining population

elements, a second SRS of n, elements is drawn. Let 7 be the number of

recaptured elements in the second sample, i.e. T is the number of

10
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common clements in both samples. The values of the variable I are

noted for each of the n, - T elements. From the first and second sample

we obtain a net random sample of size n, where

n=mn+n,—T. @2.1)

Note that » is a random variable (not fixed. T has a

hypergeometric distribution with probability function:

(n,J(N - nlJ
fO=pT ==L "] t=012,.,min(n,n,),

[~

Now,
E(n)y=E(n, +n, -T)

mn,

=n +n, - (2.2)

Var(n) =Var(n, +n, - T)
GElwls) e

Petersen estimator of the population size (N ) is:

NP = E'Tﬁ,T =0,1,..., min( n,,n,). (2.4)

Note that 7 may equal zero with positive probability:

11
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N —n,

-
P(T =0)= (’2} _ (]Nv!(;lz.glv_n::;?!> 0

n,

in this case, N, is «.
To overcome this difficulty, an alternative estimator of ¥ was
proposed by Chapman (1951) as:

_(n D) (ny + 1)
¢ T +1

-1, (2.5)
with

E(R) = E((n, +h(n, +1) ]

_(n +1)(n2+1) i) [ )[ ] Mo
Lt | {441 1
h,
n+1Y N -n,
min(_ry ,n; ) ( t+1 )( n, —tJ

=(n, +1) Z

G

n +1 N- h
B min(nil,nzﬂ] t n, +1-t¢ )
1=l N
n

12
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(nl +1J( N-n,
min{m +1,7,+1) t n +1-t
=(N+1 2
(N+1D) § N+1

n, +1

N - (n, + 1)(:’211])

= (N ) : (2.6)
Clearly, N ¢ 1s negatively biased.
Also,
Var(Ne) = E(N . - EQ,)f
min{n, .1y} . A ! n, —t
= N.-E(N, :
\ m J
Using the estimators (2.4) and (2.5), we suggest the following estimator
of N as:
ﬁs _ ]YP,T #0
N.,T=0
=N, (T #0)+N.I(T=0). (2.8)
Now,

R min(», ,»;) 1
E(N)=nn, Z (( JP(T = :)) +{(m, +1)(n, +1)=1)P(T = 0)

t=l1 t

13
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(2.9)

B (1)(1 ][J:'rz—‘n’l ) +(0n, +1)(n, +])_l)(N;2"'J :

0 o

=nn,
=

Var(Ng) = E(Ng - E(Ny)).
But,
(Rry - B o)) = (%, 1 #0) - QI = 0)+ (R, 1T = 0)— EQ 1T = 0))f

=N, 1T 20)~EWNHIT =0} +{N. I(T =0)- E(N )T =0)
P

= (ﬁrp - E(N, ))2 KT #0)+ (NC - E(N, )T I(T=0).

Thus,

v R min{ m 1y ) nn, “ 2 " )
ar(Ng)= Z T—E(NS) P(T =) +((n, +1)}{(n, +)-1-E(N )" P(T = 0)

t=l

oL o
= mm%ﬂz)(%_E(ﬁs)J .&4.((”' +1)(n, +1)-1-E(ﬁs))z n, (2.10)

) o)

The above results are summarized in the following lemma:

1=l

Lemma (2.1)

The expected value and variance of the suggested estimator, N,

of the population size N are given by

14
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e )

(nl IN - n]) (
min(n,Hy R 2 — -
Varlity)=" S )('it"z— - E(Ns)) MAT T 4 (o 1)y + D= 1= EQ )

(2Lt w
i) mn 3| (L ¢ D0 4 -1

=1

=1

2.3. Comparison Between N, and N,

The efficiency of N w.r.t. N, is:

B0, )220

The expected value, variance, bias and MSE of N, and XN, are computed
for different values of n,,n,,N. Tables (2.1) and (2.2) contain the results.

The efficiency of N, w.r.t. N. is given in Table (2.3).
Based on these tables, we have the following observations:

1. The bias of N, is negative and decreases (in absolute value)
when the expected sample size increases, for example for
E(n)=51.9,57.6,61.4,67.1 the bias(ﬁ’c) values are —855.52,-624.02,

-505.09,-367.2, respectively.

15

)

H 4l
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2. For N =1000, the bias of N, decreases (in absolute value) when

the expected sample size increases until some point, then it

increases (in absolute value).

3. Similar comments can be said about the mean square error of
each estimator,

4. N, is more efficient than N, for small to moderate expected
sample size but less efficient for large expected sample size, for
example for E(N)=72.8 the efficiency of N, with respect to N,

is 1.712622.

2.4. Estimation of Population Total Using Direct Sampling

Given n, let 1,,1,,...Y, be the values of the variable ¥ for the sample

elements. The suggested estimators of the population total (7 ) are:

T =N.Y, 2.11)
and
Tg =N,Y, (2.12)
where

We conjecture here that given », 1,Y,,..Y, is a SRS from the

n

population. We have not been able to prove this conjecture yet,

16
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Now,
E(ts)=E(E(Ts|n)
= E(E(NY |n))
= E(N EY | n)

= E(Ny)u

[N - n,J
+{(m, +1)(n, +1) - 1)—';— (2.13)
(”zj

)

Similarly, for 7. we have

min{ w1y} 1 t n, —t
= H| mhy 2 ( )_2—

t=1

E(f.)=E(NO)p

u[ vl )J
S

"2

Il
(-.‘
I

(2.14)

N
2.0,
where u = % and O, are the population measurements. Also,

Var(ts) = E(Var(ts | n)) +Var(E(Z, | n))

= E(WVar(NY | m)) +Var(E(NY | n))

17
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= E(R2Var(¥ | m))+ Var(Ryps)

but
Var(?ln)—c—z(N—nJ
N-1
X 2
Z(Oi _”)
where o’ is the population variance; o*= “‘T Therefore,
2 — ~
Var(tg) = E[NS2 o N "J + u*Var(Ng)
n N-1
_ 9 g ‘Z[K—l) + uWar(N,)
N-1 S\ n HHanRSs
0'2 ~ ~ A
= E(N;——N§J+p2Var(NS).
N-1
Now,
2
E( j\}é ﬂ) = NE[&}
n n
B ")
min{n,,n,} - —
S 1 t \n—t +N((n‘ +D)(m+D)-1f \ n .
| E (it —1) (NJ n+n, (NJ
t, m
Thus,

18
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o P
Vartiy) = Wil 3 MRS

B t(nl+nz f) [NJ n+n, [NJ
n, "
2.15)

(Var(ﬁfs)+(E(NS))2J)+p’Var(ﬁrs).

Similarly for 7., we have

(L)
ey« 2 w5 2L A ) (v e+ (o)) ) |+ wvar i (2.16)

=0 n N
R,

The above results are given in the following lemma:

Lemma (2.2)

The expected value and the variance of the estimators of the

population total are given by

« E(fg)= pE(Ny)

« E(f;)=pE(N,)

1 T

ity tAn—t)| (e +)-I n

i Var(rs)~ Nrfnf Z t’(nl+fa —n (NJ n+n, (N) i
n n

(Varfﬂ@n(fs(ﬁfs))z))wfm(&)

19
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(Lo
" Variy =2 Nmmfm NitAm-t) -(Var(ﬁc)+(g(ﬁc))’) + uVar (N,

N -1 pary n N
n,

Now, if N was known, then v can be estimated based on a simple

random sample (SRS) of size n=n,+n, -T by
T =NY, 2.17)
with
E(f) = E(E(f|n))=Nu=r.
Thus, 7 is an unbiased estimator of 7 .
Var(t) =Var(NY)

= E(Var(NY | n)) +Var(E(NY | n))

= E[N2 "72(?\'; ‘;’))4- Var(Ny)

= ‘Xr zi’: (NE[%)—IJ
_No? Nmf"‘)( ! )(’?]{1‘_”;} il @18)

N-1 = M, —t N
™

=Ka?,

20
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where

2 min{ ;) t _
k=N [ L J Ml

R,

The mean and variance of 7. and 7, are given in Tables (2.4) and

(2.5), respectively. Also the variance of T is given in these tables.

2.5. Numerical Comparisons Between 7. and 7|

The efficiency of T5 withrespectto 7 is

Bf (¢537) = %‘E(‘T—}

where
MSE (7) = Var (7),
and
MSE (£) = (bias (R )} u? + Var (7).

Now, let

Var(£g) = Lo® + Var(N)u?,
where

21
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min{n .5y _1\?
|| a2 (2 )(—1——P(T - t)J+N((n’ +1)(n, +1)-1) P(T =0)

L=—— o\ (n +n,-1) n, +n,
N-1 . A
—(Var(Ns)+(E(NS))2)
then
A 4 Var(t
B (Eg5) = ——r o)
MSE(N ) + Lo
_ Ko?
MSE(N)p* +Lo?

The efficiency can be rewritten in terms of the coefficient of

variation (CV) given by ¢¥ =<, (assume p#0) as
7]

K

2
m(CV (»))

Eff (fs;f) =

(2.19)

2
e (J\?S)(CV ()

The efficiency of 7; and 7. w.r.t. ¢ is given in Tables (2.6) and (2.7)

respectively. Also, the efficiency of 7, w.r.t. 7. is given in Table (2.8).

Based on these tables, we have the following observations:

1. 7. is negatively biased; the bias is decreasing in E(») (in absolute

value) to zero.
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2. 7; 1s negatively biased for small Z(n) when N=1000 and the
absolute bias is decreasing for E(n) less than 73, It starts increasing
and becomes positively biased for E(n) greater than 73. For
N =5000, 7, is positively biased. The bias tends to decrease as

E(n) gets large.

3. 7. has less absolute bias than 7.

4. 7, is more efficient than 7. for small expected sample size.

5. 75 and 7, are more efficient than 7 when E(n) is small and for

large CV .
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Table (2.1): Mean and Variance of N ¢ for selected vatues of n,n,,N

N no | | EM) | BN | Var(V.) | bias(N.) | MSE(N,)
1000 |50 |2 51.9 14448 | 525.41 -855.52 732439.8804
1000 [50 |8 [57.6 |375.98 | 13513 -624.02 402913.9604
1000 | 50 12 | 614 49491 | 33889 -505.09 289004.9081
1000 [50 |18 [67.1 |632.8 |78218 -367.2 213053.84
1000 |50 |24 |72.8 733.58 | 130720 -266.42 201699.6164
1000 |50 25 | 73.75 747.5 139630 -252.5 203386.25
1000 | 50 32 {804 826.85 | 199030 -173.15 229010.9225
1000 |50 (45 [92.75 914.72 | 279350 -85.28 286622.6784
1000 {50 |70 [116.5 [978.76 | 310650 -21.24 311101.1376
5000 [150 |80 [227.6 [4591.0 | 7324600 |-409 7491881
5000 { 150 |90 |237.3 4700.7 | 7813900 -299.3 7903480.49
5000 | 150 | 100{247.0 |4781.0 | 8087000 -219 8134961
5000 | 150 | 106 [252.82 |48185 | 8161000 |-181.5 8193942.25
5000 | 150 {107 | 253.79 | 4824.1 | 8167400 -1759 8198340.81
5000 | 150 [ 120 266.4 4883.1 | 8122100 -116.9 8135765.61
5000 | 150 | 145 |290.65 | 4946.8 | 7563400 =532 7566230.24
5000 | 150 | 170 | 314.9 | 49759 | 6725100 -24.1 6725680.81
5000 | 150 | 200 |344.0 |4990.7 | 5689100 9.3 5689186.49
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Table (2.2): Mean and Variance of N for selected values of n,n, N

N no | ny | E) | E(NG) | Var(Wy) Bias(N;) | MSE(N)
1000 |50 |2 519 146.8 | 255.66 -853.2 728205.9
1000 (50 |8 57.6 426.73 | 3955.1 -573.27 332593.5929
1000 |50 [12 [61.4 [596.16 |14034 -403.84 177120.7456
1000 [50 |18 |é67.1 815.82 | 50440 -184.18 84362.2724
1000 |50 |24 |72.8 991.49 | 117700 -8.51 117772.4201
1000 |50 |25 |73.75 |1016.6 | 131820 16.6 132093.56
1000 |50 [32 [804 [1161.4 [249150 161.4 275199.96
1000 |50 [45 [92.75 [1311.8 501350 311.8 598569.24
1000 [50 [70 [116.5 |1351.8 | 794820 351.8 918583.24
5000 | 150 (80 [227.6 |6673.4 [13946000 |1673.4 16746267.56
5000 | 15090 (2373 |6804.8 | 16511000 1804.8 19768303.04
5000 | 150 | 100 | 247.0 |6863.2 | 18584000 | 1863.2 22055514.24
5000 | 150 | 106 | 252.82 { 6871.5 | 19560000 1871.5 23062512.25
5000 | 150 [ 107 | 253.79 | 6871.2 | 19703000 | 1871.2 23204389.44
5000 | 150|120 | 266.4 |6835.1 |21039000 | 1835.1 24406592.01
5000 | 150 | 145 [ 290.65 | 6660.4 [ 21239000 | 1660.4 23995928.16
5000 150 [ 170 [ 314.9 |6440.8 | 19341000 | 1440.8 21416904.64
5000 | 150 | 200 | 344.0 | 6192.9 | 15941000 | 1192.9 17364010.41
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A

Table (2.3): Efficiency of N s WLt N,

N E(n) | MSE(N,) MSE(N,) EF(N:N,)
1000 |51.9 |[728205.9 732439.8804 | 1.005814
1000 | 57.6 |332593.5929 |402913.9604 |1.21143
1000 {614 [177120.7456 |289004.9081 | 1.631683
1000 |67.1 [843622724 | 213053.84 2.525464
1000 72.8 117772.4201 201699.6164 1.712622
1000 [ 73.75 |132095.56 20338625 1.53969
1000 [804 [275199.96 229010.9225 | 0.832162
1000 | 9275 [598569.24 286622.6784 | 0.478846
1000 [116.5 |918583.24 311101.1376 | 0.338675
5000 |227.6 |16746267.56 | 7491881 0.447376
5000 [237.3 |[19768303.04 |7903480.49 | 0.399806
5000 |247.0 |[22055514.24 | 8134961 0.36884
5000 252.82 | 23062512.25 819394225 0.355293
5000 [ 253.79 | 23204389.44 | 8198340.81 0.35331
5000 |266.4 |24406592.01 |8135765.61 0.333343
5000 | 290.65 | 23995928.16 | 756623024 | 0.315313
5000 [314.9 [21416904.64 | 6725680.81 0.314036
5000 | 344.0 |17364010.41 |5689186.49 | 0.327642

26




© Arabic Digital Library - Yarmouk University

Table (2.4): Mean and Variance of T¢ and T for selected values of n,,n,, N

N n, n, | En) EE.) Var(f.) Var(f)
1000 |50 |2 |519 14448 1 3907162 +525.41 y* | 182870
1000 (50 (8 |57.6 |37598p |252320°%+13513 163790
1000 |50 |12 614 49491 |4235.60°+33889 u’ 153040
1000 {50 |18 |67.1 6328 | 6596.502+78218 p* 139200
1000 |50 |24 |72.8 733.58p | 8427774130720 | 1275206
1000 |50 |25 |73.75 |7475u [8675.102+139630u |12575¢°
1000 |50 |32 |804 826.85u 1996930 +199030 u* | 1145207
1000 (50 (45 19275 |914.72p | 1075902+279350pu® | 9794.1g°2
1000 |50 |70 |116.5 1978.76 1 |9474.86%+310650u® |7593.30°>
5000 150 |80 |227.6 |4591.0u | 1183600*+7324600 u® | 1048700
5000 | 150 |90 |237.3 |4700.7p |1192800+7813900 % | 1003800>
5000 | 150 100 [247.0 |4781.0u | 11829002 +8087000 u® | 9623902
5000 150 | 106 |252.82 |4818.5u |11704002+8161000 > | 939080
5000 | 150 | 107 |253.79 |4824.1p | 11679002 +8167400 u?® | 9353052
5000 | 150 | 120 |266.4 |4883.1u |1128200%+81221004° | 8886607
5000 [150 | 145 |290.65 | 49468 |1031000%+7563400 4 | 8103402
5000 | 150 [170 [314.9 |49759u |9307202+6725100pu% |7440962
5000 | 150 1200 |344.0 [4990.7u |8231807+56891004 | 676910
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Table (2.5): Mean and Variance of fs and T for selected values of n,ny, N

N n | n, | Em | E@G) Var(f) Var(t)

1000 |50 (2 |519 [146.8u |398.335°+255.66u’ 182872
1000 |50 |8 |57.6 |426.73u |3039.75%+3955.1 u? 163795
1000 150 (12 (614 |596.16u |56330%+14034 u° 153046
1000 |50 |18 |67.1 815.82 1 | 9909.50%+50440 p? 13920 ¢2
1000 |50 |24 |728 1991494 |1392862+117700 u? 12752¢*
1000 |50 |25 |73.75 |1016.6u |145350°+131820u° 125755
1000 |50 |32 1804 |1161.4u |181130%+249150 p? 1145262
1000 |50 |45 | 9275 |1311.8u |214670°+501350 p° 9794.1¢0?
1000 |50 |70 |116.5 |1351.84 | 19563 2+794820 7593.3 02
5000 | 150 | 80 1227.6 |6673.4u |2439000%+13946000 u® | 10487002
5000 | 150 |90 (2373 |6804.8u |2506200°+16511000u° | 1003800
3000 | 150 | 100 {247.0 | 6863.2p |2511500%+18584000 u’ | 962395
5000 | 150 (106 |252.82 | 6871.5¢ |2490700%+19560000 u* { 93908 >
5000 | 150 | 107 | 253.79 | 6871.2u | 24858002 +19703000 1 | 9353002
5000 | 150 | 120 |266.4 | 6835.1u |2390400%+21039000 u* | 888665>
5000 | 150 | 145 |290.65 | 6660.4 u | 2109200%+21239000 u? | 8103452
5000 | 150 | 170 {3149 | 64408 | 1795400 +19341000 u* | 7440902
5000 [ 150 | 200 {344.0 |61929u | 14582052 +15941000 u® | 67691 ¢
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Table (2.6): Efficiency of T¢ wrt, T, Ef(pid)

N E(n) CV =05 CV =1 CV=5 CV =10

1000 | 51.9 0.006241 0.024954 0.615966 2.370284
1000 | 57.6 0.010147 0.040398 0.878713 2.499718
1000 | 61.4 0.01319 0.052189 0.968865 2.147734
1000 | 67.1 0.016208 0.063373 0.920717 1.595043
1000 |72.8 0.015642 0.060687 0.773051 1.220907
1000 | 73.75 0.015294 0.059299 0.748042 1.17425

1000 | 80.4 0.012367 0.04792 0.598649 0.93414

1000 | 92.75 0.008463 0.032934 0.440701 0.718821
1000 | 116.5 0.006056 0.023686 0.346428 0.603322
5000 |227.6 0.003486 0.01378 0.250864 0.542584
5000 |237.3 0.003163 0.012512 0.230536 0.506165
5000 | 247.0 0.002947 0.011661 0.216907 0.482064
5000 | 252.82 | 0.002855 0.011299 0.211125 0.471948
5000 .| 253.79 | 0.002842 0.011248 0.21031 0.470536
5000 |[266.4 | 0.002721 0.010773 0.202774 0.457653
5000 [290.65 | 0.002668 0.010566 0.199714 0.453306
5000 |314.9 0.002756 0.010912 0.205493 0.464102
5000 |344.0 0.002964 0.011728 0.218439 0.486251
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Table (2.7): Efficiency of fs wrt. T s Eff (T5;7)

N E(n) CV =05 V=1 CV=5 CV =10

1000 | 51.9 0.006277 0.025099 0.619341 2.380999
1000 | 57.6 0.012284 0.0488 1.002176 2.573034
1000 |61.4 0.021431 0.083741 1.20335 2.066933
1000 | 67.1 0.040074 0.147658 1.047878 1.294508
1000 |72.8 0.026292 0.096826 0.684161 0.844183
1000 | 73.75 0.023162 0.08576 0.634498 0.793077
1000 | 80.4 0.010235 0.039044 0.393256 0.548862
1000 | 92.75 | 0.004054 0.015796 0.215683 0.356763
1000 [ 116.5 |0.002056 0.008094 0.134857 0.264126
5000 |227.6 |0.00156 0.006172 0.114769 0.254933
5000 [237.3 |0.001265 0.005014 0.096394 0.223911
5000 |247.0 |0.001088 0.004314 0.084914 0.204024
5000 |252.82 |0.001015 0.004028 0.080156 0.195766
5000 [ 253.79 | 0.001005 0.003988 0.079481 0.194601
5000 | 266.4 |0.000908° 0.003606 0.073122 0.183947
5000 |290.65 | 0.000842 0.003348 0.069215 0.179724
5000 [314.9 |[0.000867 0.003445 0.071808 0.188995
5000 |344.0 |0.000973 0.003866 0.080548 0.211892

30




© Arabic Digital Library - Yarmouk University

Table (2.8): Efficiency of Ts w.rt. T¢, Ef (£;7.)

N E(n) CV =05 CV =1 CV =5 CV =10
1006 | 51.9 1.005811 1.005801 1.005478 1.004521
1000 |57.6 1.210561 1.207977 1.140504 1.02933
1000 | 61.4 1.624743 1.604566 1.24202 0.962378
1000 | 67.1 2.472407 2.329969 1.138111 0.811582
1000 | 72.8 1.680817 1.595495 0.885014 0.69144
1000 [ 73.75 | 1.514448 1.446229 0.848211 0.675391
1000 | 80.4 0.827601 0.814762 0.656905 0.587559
1000 | 92.75 | 0.479045 0.47962 0.489408 0.496317
1000 | 116.5 |0.339446 0.341712 0.389279 0.437785
5000 |227.6 |0.447514 0.44792 0.457494 0.46985
5000 {237.3 | 0.400046 0.400759 0.418129 0.442368
5000 | 247.0 | 0.36913 0.36999 0.391477 0.42323
5000 | 252.82 | 0.355601 0.356517 0.379659 0.414804
5000 253.79 | 0.353621 0.354545 0.377924 0.413574
5000 |266.4 |0.333682 0.334688 0.36061 0.401936
5000 | 290.65 |0.315694 0.316825 0.34657 0.396475
3000 |[314.9 |0.314463 0.315735 0.349444 0.407227
5000 |344.0 |0.328139 0.329615 0.368744 0.435766
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CHAPTER THREE

Estimation of Population Total Using Indirect
Sampling

3.1. Introduction

Indirect sampling is another Capture Recapture method for
estimating N, It will be considered in this chapter. In Section (3.2), the
suggested estimators will be introduced and their properties will be
discussed. The estimators will be compared with the estimators obtained
in Chapter (2). Mathematical and numerical comparisons are given in

Sections (3.3) and (3.4), respectively.

3.2. Estimation of Population Size Using Indirect Sampling

In this method, sampling continues until a fixed number (7) of
recaptured elements are obtained. So, a first random sample of size », is
chosen, marked and released. Later, we select elements randomly from
the population until T elements are being recaptured. Let », be the total

number of elements selected in the second random sample to obtain T
previously captured elements, then from the first and the second sample

we obtain a random sample of size n where
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n=n+n,-T.

(.1

Here, n, is a random variable (not fixed). It has a negative

hypergeometric distribution with probability function given by:

)
)

The expected value of », is

fn,) = n,=T,T+1,..N=n +T.

T(N+1)
n, +1

E(,)= (N. Balakrishnan 2003)

and the variance of », is given by

T(N+D)(N —n)(n +1-T)

Y = Do, +2)

(Khan, 1994).

Now,
E(n)=E(n, +n, —T)

n,—1\{N-n,
N-n+T T-1 nl_T

=n-T+ Z n,

ny=T N
m
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N-n,
e 63

=m+T

Also,
Var(n) = Var(n,)

_T(N+D(N=n)n +1-T)
- (m +1)*(m, +2)

(3.4)

The expected value of the sample size is computed for different
values of #,,T,N. Table (3.1) contains the results. It can be seen that

E(n) is increasing in T for fixed », and decreasing in », for fixed 7.

The estimator of the population size N is

» nn
N, =%7 1<T<n,T isinteger. (3.5)
Now,
E(&)=E(%]
n, =1 N-n,
Vet \T-1\n-1
=—1 n
T &7 N
n
n, (N +1)
n, +1 (3.6)
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The bias of ¥, is

n—-N

Bias(N,) = .
n +1

(3.7)

~

Clearly, E(N,) does not depend on T and increasing in n, N, is

negatively biased. Now,

Var(N,) = Var(nl;z )

2
n
~T—'2—-Var (n,)

nl (N +1)(N-n)n+1-T)

T T (n, + D)2(n, + 2) ' (3-8)
Hence,
cn. 1 [ (N+DWN-n)m +1-T) »
MSE(N,)-(HIH)Z(T D) +{n, N)]. (3.9)

It can be seen from (3.6) that this estimator of ¥ ¢an be corrected

to be unbiased estimator of N as follows

A n{N+1
E@) =D,
n+1
which gives
EW, Bt v,
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So, the astimator

ﬁ,{n‘+1]—l=n2(n‘+l)—l

is an unbiased estimator of N .

Let
1, (3.10)

then
E(N))=N.
Therefore, the mean square error of N; is
+1)
2

2
MSE(N})=Var(N}) = %—Var(nz)

_ (N +IXN -n)(n +1-T)

T(n +2) (3-11)
3.3. Mathematical Comparison of N, and N;
2
Because Var (N,) = (N + DOV = n ) +1-T) then the

T (n, + 1)*(n, + 2) ’

variance of N, and N; are related as follows:
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2
Var(N,) = [%J Var(N?),

n

which indicates that for any values of N,n, and T,
Var(N,) < Var(ﬁ;)

This case is demonstrated clearly for different numerical values of N,n,
and T that considered in the next section. However, the MSE(N,) is not

necessary less than MSE(N;) as illustrated below:

MSE(N,)

f

MSE(N,) < MSE(N}) if <1, which is equivalent to,

2 2
(—"‘ J MSE(KI;)+["‘ —N J
+1 +1

n, n, < 1
MSE(N})
or
( ", J’+ T(N-m)m +2) 3.12)
m+1)  (n +1P(N+D)(n, +1-T) |

or

T (N—n])(n,+2)< 2n +1

(m+1-T) (n, +1}(N+1)  (n, +1)
or
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(2nl Jrl)(n1 +1)(N +1)
(n, +2)(N —n)+(2n, +1XN +1)

(3.13)

In other words, if the number of common elements (recaptured elements),

T is fixed to be greater than the right hand of (3.13) then the proposed
estimator N; is more efficient than N,. Otherwise, &, is better than N

for estimating N .

3.4. Numerical Comparison Between N, and N;

The efficiency of N, w.r.t. N; is:

~e ~ . MSEN
Eﬁ‘(N,,N,)=—~—-—(#.
MSE(N?)

The expected value, variance, bias and MSE of N, and the variance of
N; are computed for different values of n,, T, N are given in Tables (3.2)

and (3.3). The efficiency of ¥, w.r.t. N; is given in Table (3.4).
Based on these tables, we have the following observations:

1. The bias of N, is negative and the absolute bias decreases

when the sample size increases.
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2. From Table (3.2), it is obvious that E(N,) does not
depend on T while the variance of N, decreases when

the sample size increases.

3. For N =1000 the variance of N, is decreases when the

sample size increases.

3.5. [Estimation of Population Total Using Indirect Sampling

Given 7, 1,,1;,...,Y, are the values of variable for the sample

element. Two estimators of the population total, z , are:

and

1]
=
2
sy
~i

=
=
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_n(N +1)y

3.14
n, +1 ( )

Also,
E(f))=Nu=t. (3.15)
The variance of 7, and 7, can be derived as follow

Var(t,)=E (Var(f 1| ))+ Var (E (f: I, ))
= E(Var(]ff, }_’In2 ))+ Var(‘uf/, )

=K (ﬁfVar(? |n2 ))+ szar(ﬁ ,)

= E(NYWar(Y | n,))+ ﬂzVa”(ﬁ :)

2 2 2

N- - R

= F ”l’;z o (m,+n,-T) -I—quar(N,)
T° m+n,-T N-1

nlc? E[n;f (N—(n,+n,—T))

= + pu*Varl N
T*(N-1) n+n,—T J u'rari,)

— no’ Nfr my(N=(m +n, ~TO\T~1 \ m -T
T(N-1) .= n+n,~T N
m

+,u2Var(A,)
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= Bo? + u*Var(N,), (3.16)
where

n—=1YN-n,
nl o YT (N =@ +n, -TH\T-1 \ n,~T

B=—F"
T(N-1) & n+m —T N
B

(3.17)

and Var(N,) is given by Formula (3.8).
Now,

Var(é]) = EVar(£;|m,)) + Var (E(i; )
= E(Var(V;¥]n,)) + Var(E(N;]n,))

= E(N;*Var (F|n,)) + u*Var (N})

= E(("z(": +1) 4)2 o’  N-{n+n —T))
T

n+n,-T N-1

L (NADN=n) +1-T)
T(n +2)

_ (J'2 2 N
“Ta) E[(nz(nl +1)-T) (——nl n T —1D

N (N +1)(N —n Xn +1-T)
T(n, + 2)

1t (3.18)

=Zol +Ju?,
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where

E((ny(my +1) =) (—— _1y)
n+n,~T

P
TH(N-1)
and

Jo (N+DY(N=-n)n,+1-T)
" T(n, +2) '

Note that, the previous derivations depend on the fact that #, has a

negative hypergeometric distribution.

Now, if N was known, then ¢ can be estimated based on a simple

random sample of size n=n, +n, -t by
7 =NY,
with

Var(t) =Var(NY)

= E(Var(NY | n)) + Var(E(NY | n))

= E[Nz inz-[]:r ":DJr Var(Nu)
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_No® (1) No
N-1 \n/ N-I

N3o,2 N-m+T 1 T_l nl_T N20_2

N-1 S| n+n,—t (N] N-1

n,

= Ho?,

where

o)

2 N-n+T T__l __T

=N 2 1 " ~1].
N-1l & | m+n, -t [NJ

n

3.6. Numerical Comparison of 7, and 7,

The efficiency of 7, with respect to 7 (obtained for a sample size

equal the expected sample size) is:

MSE(#)

Ef@E;6)= MSEGE)’

MSE() =Var(7),
MSE(Z,) = (bias(Z,)) +Var(z,)
= (bias(W))u? + Bo? +Var(¥, )2
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= Bo? + MSE (N )u?

Ho?
o + MSE(W )

Eff(7;59) = 3

The efficiency can be rewritten in terms of the coefficient of

variation (CV), given by ¥V =<, (assume p #0), as:
u

"7

MSE (N ,)
B

1+ ————

MSE (N,)

(cv (»Y
Ef (¢,;7) =

v »mYy
The efficiency of 7, w.r.t. 7 is given in Table (3.5).
Similarly, we have

B(CV (y)) + MSE (N )

B @t = z(Cv ()Y +J

The efficiency of 7, w.r.t. 7, is given in Table (3. 6).

Based on the tables, we have the following observations:

1. From Table (3.5), the efficiency of #, w.r.t. 7 increases when

the coefficient of variation (CV) increases.
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2. For small sample size, the efficiency of 7, w.r.t. 7 is greater
than or close to one, also the efficiency of 7, w.r.t. £, is greater

than one for small sample size and small value of the

coefficient of variation.

3. For large sample size, the efficiency of 7, w.r.t. 7, is less than

one,

4. For large value for the coefficient of variation, the efficiency of
¥, W.r.t. 7 is less than one, and it decreases when the sample

size increase.

5. 7, is more efficient than 7, for large value of the expected

sample size and coefficient of variation.
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Table (3.1): Expectation of n

N T n E(n)

1000 1 50 68.627
1000 3 50 105.88
1000 4 50 124.51
1000 5 100 144.55
1000 10 100 189.11
1000 15 100 233.66
1000 25 250 324.7

1000 63 250 438.25
1000 75 250 474.1

5000 1 100 148.51
5000 2 100 197.03
5000 8 400 491.77
5000 32 400 767.08
5000 63 400 812.97
5000 50 500 949.1

5000 65 500 1083.8
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Table (3.2): Mean and Variance of N ; for selected values of n,T,N

N T |n | En) | EWN,) |Var(N,) | bias(N,) | MSE(N,)
1000 [1 [50 [68.627 |[981.37 |878870 -18.63 [ 879217.1
1000 [3 [50 | 105.88 [981.37 | 281240 -18.63 | 281587.1
1000 |4 |50 [124.51 [98137 [206530 -18.63 | 206877.1
1000 |5 [100 |144.55 [991.09 | 166240 -8.91 166319.4
1000 [10 [100 | 18911 |991.09 | 78791 -8.91 78870.39
1000 {15 [100 [233.66 [991.09 | 49641 -8.01 49720.39
1000 |25 [250 {3247 [997.01 |26717 -2.99 26725.94
1000 [ 63 [250 [438.25 [997.01 |8819.5 -2.99 8828.44
1000 |75 |250 | 4741 [997.01  |6935.5 -2.99 6944.44
5000 [1 [ 100 [148.51 |4951.5 |23551000 |-48.5 23553352
5000 [2 [100 | 197.03 [4951.5 [11658000 |-48.5 11660352
5000 |8 [400 [491.77 |4988.5 |2797200 |-11.5 2797332
5000 |32 [400 |767.08 [4988.5 |656590 -11.5 656722.3
5000 |63 | 400 | 812,97 |4988.5 [305489.3 [-11.5 305621.5
5000 |50 [s500 [949.1 [4991.0 |402750 -9 402831
5000 |65 500 [1083.8 [4991.0 |299500 -9 299581
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Table(3.3): Variance of N; for selected values of n,,T, N

N T n, E(n) Var(N;)
1000 1 50 68.627 914375
1000 3 50 105.88 292600
1000 4 50 124.51 214878.1
1000 5 100 144.55 169581.2
1000 10 100 189.11 80374.41
1000 15 100 233.66 50638.82
1000 25 250 3247 26931.67
1000 63 250 438.25 8890.212
1000 75 250 474.1 6991.111
5000 1 100 148.51 24024412
5000 2 100 197.03 11892084
5000 8 400 491.77 2811196
5000 32 400 767.08 659880.1
5000 63 400 812.97 307018.7
5000 50 500 949.1 404363.7
5000 | 65 500 1083.8 300703.7
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Table (3. 4): Efficiency of N, w.r.t. N;

N E(n) Eff (N,,N})
1000 68.627 0.96155
1000 105.88 0.962362
1000 124.51 0.962765
1000 144.55 0.980766
1000 189.11 0.981287
1000 233.66 0.981863
1000 324.7 0.992361
1000 438.25 0.993052
1000 474.1 0.993324
5000 148.51 0.980392
5000 197.03 0.980514
5000 491.77 0.995068
5000 767.08 0.995215
5000 812.97 0.995449
5000 949.1 0.99621
5000 1083.8 0.996266
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Table (3. 5) Efficiency of T, wet, T 1 Ef (f,:1)

N E(n) CV=05[CV=1 |CV=5 [CV =10
1000 |68.627 | 0.004084 | 0.016098 |0.275107 |0.553307
1000 [105.88 | 0.008043 [0.030201 |0.254925 |0.332162
1000 | 12451 | 0.009028 |0.032967 |0.217609 | 0.263777
1000 | 14455 | 0.0087 | 0.030742 |0.162453 | 0.187566
1000 | 189.11 | 0.012318 [0.036371 |0.096949 |0.102273
1000 23366 | 0.013651 |0.034478 |0.067367 | 0.069437
1000 |324.7 0.013146 | 0.026527 | 0.039341 | 0.039944
1000 | 43825 | 0.011182 |0.014516 |0.016046 | 0.016099
1000 | 474.1 0.01013 | 0.012492 |0.013499 | 0.013533
5000 | 14851 | 0.001876 | 0.007452 |0.1538 | 0.398104
5000 |197.03  |0.002887 | 0.011358 |0.186294 | 0.359178
5000 |491.77 | 0.003979 | 0.014462 |0.092053 |0.110597
5000 |767.08 | 0.007933 |0.018096 | 0.030669 | 0.031349
5000 |812.97 | 0.008032 |0.0173 | 0.027427 | 0.027938
5000 | 949.1 0.007608 | 0.014631 | 0.019868 | 0.020093
5000 [1083.8 | 0.008022 |0.012369 | 0.015381 | 0.015499
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Table (3. 6): Efciency of T, wirt, %, : 57

A. A

T,3T;)

N E(n) CV =05 CV =1 CV=5 CV =10
1000 | 68.627 |[0.961554074 |0.961567 0.961839 0.962132
1000 [ 105.88 |0.976538358 | 1.017843 1.782482 2.402905
1000 | 124.51 ) 0.986293669 | 1.054636 2.265405 3.177549
1000 | 144.55 | 1.016554076 |1.120112 2.862745 4.070053
1000 | 189.11 |1.098159758 | 1.430944 6.043467 8.431787
1000 |233.66 | 1.199760755 | 1.813903 9.464754 12.88522
1000 | 324.7 1.447352181 | 2.713834 16.74673 22.13178
1000 | 438.25 |3.130990361 | 8.738736 49.20767 58.61586
1000 | 474.1 3.790414517 | 11.03604 59.69973 70.17584
5000 | 148.51 | 0.98039283 0.9803%4 0.980422 0.98047
5000 |197.03 [0.983243013 | 0.99134 1.194488 1.497824
5000 |[491.77 |1.025178903 | 1.11397 3.103942 5416284
5000 |767.08 | 1.315245288 |2.23671 16.78553 25.90941
5000 | 81297 |1.711857968 | 3.694578 24.88031 32.22224
5000 | 949.1 1.632535803 | 3.445735 28.77917 42.04627
5000 | 1083.8 |1.939294326 | 4.608143 39.26858 55.66183
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Table@.7): Efficiency of T, wrt. Ts, EfF,:4.)

N E(n)(Direct Sampling) | E(n)(Indirect Sampling) { CV =05 [CV =1 [(CV=5 |CV=10
1000 | 145 144.55 4463795 |[3.994293 | 1.188815 | 0.653906
1000 | 190 189.11 2.120387 | 1.601488 | 0.294603 | 0.179763
1000 | 235 233.66 1.320195 | 0.863234 | 0.141618 | 0.096202
1000 | 325 324.7 0.869154 [ 0.459933 | 0.068055 | 0.049615
1000 | 437.5 438.25 0.348173 [ 0.124108 | 0.021223 | 0.017657
1000 | 475 474.1 0.280008 [ 0.095774 [ 0.017212 ] 0.014552
5000 | 149 148.51 0.090072 [ 0.09364 | 0.187262 | 0.343551
5000 | 198 197.03 1.014306 | 1.012957 | 0.985086 | 0.957543
5000 | 492 491.77 3.283976 | 3.001701 | 0.912219 | 0.412856
5000 | 768 767.08 0.936362 | 0.548585 | 0.068849 | 0.042877
5000 | 814 812.97 0.870743 | 0.482657 | 0.058613 | 0.037213
5000 | 950 949.1 0.694676 | 0.328184 | 0.037717 | (.025251
5000 | 1085 1083.8 0.566316 | 0.237751 | 0.027019 | 0.018768
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Table (3. 8): Efficiency of T, wrt. Tc, EFF(:2,)

N E(n)(Direct Sampling) | E(n)(Indirect Sampling) | CV =05 | CV =1 CV =5 CV =10
1000 | 145 144.55 1.428131 | 12.29764 | 0.458121 | 0.299687
1000 | 190 189.11 1.126041 | 3.109297 |0.189701 | 0.130806
1000 | 235 233.66 1.267287 | 2.616909 |0.130124 | 0.086305
1000 | 325 324.7 0.732619 | 0.63094 0.061542 | 0.046095
1000 | 437.5 438.25 0.328808 |0.13547 |0.020646 |0.017285
1000 | 475 474.1 0.267574 | 0.101676 | 0.016854 | 0.014317
5000 | 149 148.51 0.226501 | 5.843564 | 0.256812 | 0.305555
5000 | 198 197.03 0.572615 | 14.98489 | 0.536627 | 0.502703
5000 | 492 491,77 1.325156 | 13.62571 | 0.410536 | 0.217967
5000 | 768 767.08 0.805546 | 0.879507 |0.061971 | 0.039709
5000 | 814 812.97 0.763334 {0.728728 | 0.053538 | 0.034835
5000 | 950 949.1 0.634184 | 0.430249 | 0.035533 | 0.024173
5000 | 1085 1083.8 0.529153 |0.288019 | 0.025888 |0.018188
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CHAPTER FOUR

Conclusions and Suggestions for Further Research

4.1 Introduction

In this chapter, we summarize our findings throughout this thesis,
in addition; we give some research ideas for further studies in the same

field of estimating the population total.

4.2 Concluding Remarks

Four different estimators for the population total are discussed in

this thesis and from the results obtained we can conclude the following:

o For large expected sample size, when we use Direct

Sampling we found that the estimator of the population total

A~

7. based on Chapman estimator N is better than the

estimator 7, based on the suggested modified estimator N

for the population size N. On the other hand if the expected

sample size is small then 7, is more efficient than 7..
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4.3

¢ For small expected sample size and coefficient of variation,

we found that it is better to use Indirect Sampling to estimate

T than using Direct Sampling.

e The bias in N, can be corrected to obtain an unbiased

estimator of N, N;, and also an unbiased estimator of T .

Suggestions for Future Work

e If N is known, then an estimator of N (pretending it is
unknown) can be used as a guard against unsuitable or
insufficient sample. So, we may suggest estimator of T

conditioning on N to be between N-¢ and N+¢ for some

e Estimation of T based on other sampling techniques when

N 1s unknown can also be considered next.
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